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Why Do Cysteine Dioxygenase Enzymes Contain a 3-His Ligand Motif Rather than a
2His/1Asp Motif Like Most Nonheme Dioxygenases?

Introduction

Oxygen activating enzymes have important functions in
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Density functional theory calculations on the oxygen activation process in cysteine dioxygenase (CDO) and
three active site mutants whereby one histidine group is replaced by a carboxylic acid group are reported.
The calculations predict an oxygen activation mechanism that starts from an Fe''-O—0O" complex that has
close lying singlet, triplet, and quintet spin states. A subsequent spin state crossing to the quintet spin state
surfaces leads to formation of a ring-structure whereby an O—S bond is formed. This weakens the central
O—0 bond, which is subsequently broken to give sulfoxide and an iron—oxo complex. The second oxygen
atom is transferred to the substrate after a rotation of the sulfoxide group. A series of calculations were
performed on cysteine dioxygenase mutants with a 2His/1Asp motif rather than a 3His motif. These calculations
focused on the differences in catalytic and electronic properties of nonheme iron systems with a 3His ligand
system versus a 2His/1 Asp motif, such as taurine/a-ketoglutarate dioxygenase (TauD), and predict why CDO
has a 3His ligand system while TauD and other dioxygenases share a 2His/1 Asp motif. One mutant (H86D)
had the ligand trans to the dioxygen group replaced by acetate, while in another set of calculations the ligand
trans to the sulfur group of cysteinate was replaced by acetate (H88D). The calculations show that the ligands
influence the spin state ordering of the dioxygen bound complexes considerably and in particular stabilize the
quintet spin state more so that the oxygen activation step should encounter a lower energetic cost in the
mutants as compared to WT. Despite this, the mutant structures require higher O—O bond breaking energies.
Moreover, the mutants create more stable iron—oxo complexes than the WT, but the second oxygen atom
transfer to the substrate is accomplished with much higher reaction barriers than the WT system. In particular,
a ligand trans to the sulfur atom of cysteine that pushes electrons to the iron will weaken the Fe—S bond and
lead to dissociation of this bond in an earlier step in the catalytic cycle than the WT structure. On the other
hand, replacement of the ligand trans to the dioxygen moiety has minor effects on cysteinate binding but
enhances the barriers for the second oxygen transfer process. These studies have given insight into why
cysteine dioxygenase enzymes contain a 3His ligand motif rather than 2His/1 Asp and show that the ligand
system is essential for optimal dioxygenation activity of the substrate. In particular, CDO mutants with a
2His/1Asp motif may give sulfoxides as byproduct due to incomplete dioxygenation processes.

SCHEME 1: Conversion of Cysteine to Cysteine Sulfinic
Acid by CDO Enzymes

biosystems ranging from drug metabolism, the biosynthesis of
hormones, and detoxification processes.! Due to their versatility,
regioselectivity, and efficiency these enzymes are of great
interest to the biotechnology industry. Understanding the factors
that determine their reactivity patterns has been the topic of
numerous studies through, e.g., enzyme properties, mutations,
and the creation of synthetic analogues (biomimetics) that
resemble the activity and properties of enzymes.? Oxygen
activating enzymes can roughly be divided into two classes:
heme and nonheme enzymes. In this work we will focus on
mononuclear nonheme enzymes and in particular on the ligand
effects on the oxygenation properties of the metal center. Two
important nonheme enzymes with functions for human health
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are cysteine dioxygenase (CDO) and taurine/a-ketoglutarate
dioxygenase (TauD), which are the topic of this study.

CDO is a nonheme iron enzyme that catalyzes the first step
in the metabolism of cysteine in the body (Scheme 1) thereby
converting it into cysteine sulfinic acid.> Cysteine is a nones-
sential amino acid that is synthesized in the body from
methionine; however, it is toxic in high concentrations and a
series of enzymes starting with CDO are involved in its
metabolism. Loss of CDO activity in the body has been
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Figure 1. Extracts of the active site structures of CDO (top) and TauD
(bottom) enzymes as taken from the 2IC1 and 10S7 pdb files. All amino
acids are labeled as in the pdb files.

correlated with such diseases as Alzheimer’s and Parkinson’s,*
as well as with a neurological disorder associated with iron
accumulation leading to a decline in CDO activity.’ Therefore,
CDO enzymes catalyze an important and crucial bioprocess in
the body vital for human health. Despite the importance of this
enzyme for human health only a few experimental studies on
catalytic cycle intermediates are reported and a single theoretical
study on the oxygen activation mechanism.~® Unresolved issues
in CDO activity relate, e.g., to the oxygenation process, the
function of the ligands bound to the metal and the (predomi-
nantly polar) secondary sphere amino acids.

The active center of CDO enzymes is shown in Figure 1 as
taken from the 2IC1 pdb file, which is a substrate bound
complex.” CDO is a nonheme iron enzyme of which the metal
is bound to the protein backbone via three linkages with histidine
groups (Hisgs, Hisgs, and Hisj4p). Two of the remaining three
ligand sites of the metal are occupied by substrate cysteine that
binds as a bidentate ligand. It has been anticipated that the sixth
ligand site is reserved for dioxygen binding that initiates the
dioxygenation process leading to cysteine sulfinic acid products.’
Experimental studies with 80, showed that both oxygen atoms
of molecular oxygen are incorporated into cysteine sulfinic acid
products.’ Note that the substrate is locked in a rigid conforma-
tion through a salt bridge with a neighboring arginine residue
(Arggp) as well as through a network of hydrogen bonds that
involve the Tyr;s;, Cysos, and His;ss residues. An interesting
feature of the active site of CDO is the covalent linkage of Tyr;s;
with Cysgs that should keep the aromatic ring of Tyr;s; in a
constraint orientation in the active site. It is currently unclear
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what the function of this covalent linkage is but it does not
seem essential for catalytic activity although at physiologically
relevant cysteine concentrations it did increase the catalytic
efficiency by 10-fold.!°

TauD is a closely related enzyme to CDO and structurally
shows many similarities.!" TauD belongs to the class of
a-ketoacid dioxygenases, which are nonheme enzymes involved
in, e.g., the biosynthesis of collagen in mammals and antibiotics
in microbes.!? Furthermore, in this class of enzymes also the
AIkB repair enzymes are included that catalyze the demethy-
lation of alkylated DNA and RNA strands.'> TauD binds
a-ketoglutarate (0 KG) and molecular oxygen on an iron center
and taurine in its vicinity. During the catalytic cycle, one of
the oxygen atoms of molecular oxygen is transferred to cKG
to give succinate, carbon dioxide, and an iron(IV)—oxo active
oxidant that subsequently hydroxylates taurine. The active site
structure as depicted in Figure 1b is taken from the 10S7 pdb
file.!* Thus, TauD is a nonheme iron enzyme where the metal
is bound to the protein via interactions with two histidines (Hisgg
and His,ss) and a carboxylic acid group of Aspjo in a 2His/
1Asp structural motif."> Of the remaining three ligand sites of
iron, two are occupied by aKG substrate that binds as a
bidentate ligand, while the last binding site (vacant in Figure
1b) is reserved for molecular oxygen.

Extensive studies of nonheme biomimetics with a structural
and functional N,N,O-motif that resembles the 2His/1 Asp motif
in dioxygenases have been reported.?!® It was shown that these
biomimetic systems are efficient oxidants of olefin epoxidation
and cis-dihydroxylation reactions. However, it appears that the
carboxylic acid group is not essential to retain the catalytic
efficiency of the iron center as nonheme biomimetics with
pentacoordinated ligands that bind via five Fe—N linkages give
more efficient hydroxylation or epoxidation reactions.!” Re-
cently, biomimetic studies were reported that specifically
addressed the effects of ligands on a nonheme iron(IV)—oxo
system, whereby the iron is ligated to a tetradentate ligand and
the sixth binding site of the metal is occupied with variable
ligands.'®!° Two typical tetradentate ligands were investigated:
TMC (TMC = 1,4,8,11-tetramethyl-1,4,8,11-tetraazacyclotet-
radecane) and TPA (TPA = tris(2-pyridylmethyl)amine). The
TMC ligand has four nitrogen atoms located in one plane of
symmetry that bind to the metal, so that the oxo group is located
opposite the variable ligand (the axial ligand). By contrast, in
TPA the four coordinated nitrogen atoms are located in a
tetrahedron on one side of the iron, which means that the oxo
and variable ligand are perpendicular to each other. These two
ligand orientations have been designated as trans and cis ligands
and give the corresponding trans and cis effects of the ligand
on the oxidant. Thus, studies of the axial ligand effect using an
iron(IV)—oxo(TMC) complex with variable axial ligand L =
CH;CN, CF;COO™, and N3~ showed that the oxo-transfer
reaction to PPh; is influenced by the push effect of the axial
ligand that enhances the electrophilicity of the iron—oxo group.
Generally, the effect of ligands trans to the oxo group is
significant, while the cis ligand has a different but smaller effect.
These studies are in line with earlier studies with an iron(IV)—oxo
group in a porphyrin environment, such as tetramesitylporphy-
rin.?’ For example, the axial ligand was shown to entice a trans
effect due to the fact that some ligands stabilize Fe™ intermedi-
ates rather than Fe!V intermediates.

It appears, therefore, that ligands bound to a metal center
have variable effects on substrate monoxygenation and dioxy-
genation. To gain insight into the nature of the ligand environ-
ment in CDO enzymes, we have performed a series of density
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functional theory (DFT) studies on an active site model of CDO,
whereby one of the histidine ligands of iron is replaced by an
acetic acid group to give the system a 2His/1 Asp bound motif.
Experimental mutagenesis studies of this kind are often pro-
hibited by the loss of a cofactor or the destabilization of protein
structure®! that accompanies the respective mutations through
outer sphere effects. In the rare cases where the successful
conversion of a 2His/1carboxylate center to its 3His counterpart
was reported, marked decreases in activity were found.?? DFT
calculations, such as those reported in this work, constitute a
tool to study the impact of the first and second coordination
sphere of the active site of enzymes and predict the impact of
secondary effects caused by the protein structure.

The studies were aimed at resolving the issue, why CDO has
the rare 3His bound motif and what would happen to the
dioxygenation reaction if this motif was replaced by a 2His/
1 Asp motif that is characteristic for the a-ketoacid dioxygenases.
In principle, the three different 2His/1Asp mutants (H86D,
H88D, and H140D) are expected to give different effects due
to the location of each histidine group in the enzyme active
site and result from differences in cis and trans effects of ligands.
The studies show that the 3His structural motif in CDO is
essential for optimal dioxygenation activity due to destabilizing
effects of negatively charged ligands.

Methods

The calculations presented here were done using well-
established procedures and methods similar to previous calcula-
tions of our group on CDO and TauD enzymes.®>> We use the
UB3LYP hybrid density functional method** as it is known to
reproduce experimental rate constants and kinetic isotope effects
with good accuracy and predict reaction energies and barriers
with good reproducibility.® The iron is described with a Los
Alamos-type double-¢ quality LACVP basis set, while all other
atoms are represented by a 6-31G basis set (basis set B1).2°
Full optimizations were performed in Jaguar 7.0 followed by
an analytical frequency in Gaussian-03.2”-2® Subsequent single
point calculations with a triple-C quality LACV3P+ basis set
on iron and 6-311+G* on the rest of the atoms were done to
correct the energies (basis set B2). Energies reported in this
work are taken from the UB3LYP/B2 calculations with zero-
point corrections at UB3LYP/B1. To test the effect of the
environment on the reaction barriers we ran single point
calculations in Jaguar 7.0 using the self-consistent reaction field
model with a dielectric constant of ¢ = 5.7 and a probe radius
of 2.72 A. These values have been shown to be a good
representation of the polarized environment of an enzyme
mimicked system.? Group spin densities and charges were taken
from the Mulliken populations.

The model of the active site of CDO was taken from the
2IC1 pdb file, which is a substrates bound complex of human
CDO.” We use a large active site model of 81 atoms that
contains all important features of the enzyme including several
second sphere amino acids that form key hydrogen bonding
interactions with the substrate and iron ligands (Scheme 2).
Thus, cysteine binds at an iron center that is bound to the protein
through three histidine ligands (Hisge, Hisgg, and His;4), which
we abbreviated to imidazole. The carboxylic acid group of
cysteine is locked in a salt bridge with an arginine side chain
(Argeo), which we abbreviated to methylguanidinium. A nearby
tyrosine residue (Tyr;s;) donates a hydrogen bond to this salt
bridge and its hydroxyl group accepts a hydrogen bond from
another histidine group (His,ss). This tyrosine group is in a fairly
rigid conformation as in addition to these hydrogen bonding
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SCHEME 2: CDO Model As Used in These Studies
Whereby Atoms Labeled with a Star Were Fixed during
the Optimizations”

Tyris7

His; s

Arggy / “Hisaq

Hisgg

“In the H88D, H86D, and H140D mutants the respective imidazole
groups were replaced by acetate.

interactions it also is linked via a covalent bond with the side
chain of Cyses. The essential features of these groups have been
taken into the model: histidine groups were abbreviated to
imidazole (Hisge, Hissg, Hisi40, Hisyss), tyrosine was replaced
by phenol and, Cysy; was replaced by methyl mercaptane.
Careful analysis of the pdb structure implicated no hydrogen
bonding donors to the Hisss side chain except from Tyrss,
therefore His;ss was abbreviated to imidazole rather than
imidazolate or protonated imidazole. The structure of these
groups was initially taken from the 2IC1 pdb’ file and hydrogen
atoms and molecular oxygen were added to create a system with
stoichiometry FeC,4N|,H3;S,05 and overall charge +1. To
prevent the system from undergoing unnatural changes with
respect to the crystal structure we fixed one carbon atom of
Argeo, His;ss, and Tyr;s7 as identified with a star in Scheme 2.
The calculations on this model are labeled with a subscript WT
representing wild-type CDO.

In a subsequent set of calculations we investigated three CDO
mutants with a 2His/1 Asp motif mimicking the active site of
TauD: one whereby the axial histidine ligand (i.e., trans to the
oxygen group) was replaced by acetic acid (designated H86D
mutant), another one where the histidine group trans to the sulfur
atom of cysteine was replaced by acetic acid (designated H88D
mutant), and finally one where the histidine group trans to the
amide group of cysteinate was replaced by acetic acid (desig-
nated H140D mutant). The dioxygen activation process leading
to cysteine sulfinic acid was calculated for WT as well as the
H86D and H88D mutants.

The calculations produced a large amount of data that we
cannot include in the paper for space economy, but all obtained
results are given in the Supporting Information, while we will
focus only on the major trends here.

Results

CDO has a unique ligand system where the metal in the active
site is bound to three histidine groups that connect it to the
protein backbone. By contrast, many nonheme iron containing
enzymes have a characteristic 2His/1Asp motif instead.” To gain
insight into what the effect of a 2His/1Asp ligand motif is on
the catalytic properties of nonheme enzymes, we studied the
oxygen activation process of CDO enzymes and its HS§6D and
H88D mutants, i.e., an enzyme with a 3His motif vis-a-vis a
2His/1Asp motif. Scheme 2 displays the enzyme model that
has been used in our studies presented here.

Catalytic Cycle of CDO Enzymes. Let us first summarize
the dioxygen activation process of wild-type CDO as obtained
with DFT calculations.® Scheme 3 displays the reaction mech-
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SCHEME 3: Reaction Mechanism of Dioxygen Activation by CDO Enzymes and the Dioxygenation of Cysteine
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anism for the dioxygen activation in WT-CDO starting from
the dioxygen bound complex (A) with the reaction coordinates
of each step in the catalytic mechanism identified. The mech-
anism starts from the resting state with the metal in oxidation
state Fe'! in a stepwise mechanism via an initial attack of the
terminal oxygen atom of O, on the sulfur atom of cysteinate to
form a ring structure (B) with an Fe—O—0O—S four-membered
ring via a transition state TS,. In a subsequent step the dioxygen
bond breaks via barrier TSg to form a cis-sulfoxide species C.
Thereafter an internal rotation around the C—C bond of cysteine
via barrier TSc creates the trans-sulfoxide D. When that
happens, the sulfur group is accessible again to the remaining
oxygen atom of the iron—oxo group and the second oxygenation
reaction takes place via barrier TSp to form cysteine sulfinic
acid products E.

Although the mechanism was reported in ref 8, we did
additional calculations that took the effect of the environment
into consideration using a dielectric constant of ¢ = 5.7 and
the results are shown in Figure 2. To distinguish the structures
for the WT from those in the mutants, all labels for the WT
structure contain the subscript “WT”. As often is the case with
transition metal systems, each intermediate can appear in several
low-lying spin state structures, leading to multistate reactivity
patterns.®® Therefore we calculated the complete reaction
mechanism on the lowest lying singlet, triplet, quintet, and septet
spin state surfaces in the gas phase. The dioxygen bound species
has a singlet spin ground state with 3Awr and *Awr higher in
energy by 2.6 and 5.9 kcal mol™!, respectively. The dioxygen
activation barrier (TS,) leading to the ring structure (Bwr),
however, is the lowest on the quintet spin state surface. This
quintet spin state remains the lowest lying state for the rest of
the reaction mechanism. For clarity, however, we only show
the quintet spin state surface for the rest of the reaction
mechanism; details of the other spin state surfaces are given in
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ref 8. Thus, it is expected that the reaction starts with a singlet
to quintet spin state crossing leading to *Byr. The quintet spin
state surface shows some interesting features, namely, each
subsequent intermediate is lower in energy than its precursor.
In addition, the same applies to each transition state, with the
first step being rate determining in the oxygen activation process.
Thus, the first barrier is the largest (15.9 kcal mol™! from 'Awr
to 5TSA,WT), while STSB,WT, STSC,WT, and STSD,WT are only 82,
4.0, and 0.4 kcal mol™!, respectively, in the gas phase. This
mechanism implies that most intermediates after dioxygen
binding will have a short lifetime and dioxygen activation via
TS, will be rate determining. Addition of a dielectric constant
to the structures gives only minor changes to the energies of
the various intermediates, and the reaction mechanism stays the
same. This implies that the hydrophilic nature of the binding
pocket/active site does not influence the reaction barriers and
the dioxygenation mechanism.

Catalytic Cycle of H86D and H88D Mutants. The potential
energy profiles of two CDO mutants with a 2His/1Asp motif,
H86D and H88D, are shown in Figure 3. These mutants have
an acetate group mimicking an Asp ligand in the axial ligand
position, i.e., trans to the dioxygen group (in H86D), or trans
to the sulfur atom (in H88D). The structures of the intermediates
and transition states are labeled as those in Figure 2, with the
ones for the H86D mutant with subscript “A” while those for
the H88D mutant with “M”. As follows from the potential
energy profiles shown in Figure 3 both mutants are able to
dioxygenate cysteine to cysteine sulfinic acid with similar
exothermicity as the WT system. However, in both mutants the
rate determining step is not the dioxygen activation step via
STS, anymore as was the case for the WT system: In the H88D
mutant the rate determining step is the attack of the second
oxygen atom on the sulfur atom via barrier >TSpy;, while in the
H86D mutant the dioxygen bond breaking barrier *TSg, is rate

WT CDO

\.I.Si W
9.8 (-13.7)

“TSpwi
23.8 (-21.5)

24.2 (-23.0)

“Eyy

S-O activation

0-O breaking SO rotation

T gmni, 7 1 |
S-Oactivation 23 (4913

Figure 2. Potential energy profile for the dioxygenation of cysteine by WT CDO enzymes. All energies are in kcal mol ™! relative to *Ayr and
taken from the UB3LYP/B2//UB3LYP/B1 calculations with ZPE at the UB3LYP/B1 level of theory. Values in parentheses were obtained in a
dielectric constant of ¢ = 5.7. The reaction coordinates at each step are as identified in Scheme 3.
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Figure 3. Potential energy profiles for the dioxygenation of cysteine by H88D and H86D mutants of CDO. All energies are in kcal mol ™! relative
to 3A and taken from the UB3LYP/B2//UB3LYP/B1 calculations with ZPE at the UB3LYP/B1 level of theory. Values in parentheses were obtained

in a dielectric constant of ¢ = 5.7.

determining. Below we will discuss the geometries and the
reasons why this has changed.

The dioxygen bound species of H86D and H88D mutants
similarly to WT CDO have several close-lying spin states with
multiplicity singlet, triplet, and quintet spin. In H88D the triplet
spin state (*Ay) is the ground state with the quintet spin state
only 2.8 kcal mol™! higher in energy. However, the dioxygen
activation barriers leading to By are much higher in energy
on the singlet and triplet spin state surfaces than on the quintet
spin state where a barrier of 11.2 kcal mol™! is found.
Consequently, a spin state crossing from the triplet to the quintet
spin state surface will be required prior to the oxygen activation
process. The rest of the reaction mechanism, similarly to WT,
is on a dominant quintet spin state surface. Likewise, in the
H86D mutant the ground state is in the singlet spin state, while
the triplet and quintet spin states are 4.0 and 3.8 kcal mol™!
higher in energy, respectively. Also for the H86D mutant a spin
state crossing to the quintet spin state surface is required during
the dioxygen activation, which has the lowest barriers and most
stable intermediates in the rest of the mechanism.

Although B is lower in energy than the dioxygen bound
complexes for both mutants, the exothermicity of the H88D
mutant to form 3By, is significantly smaller. More importantly,
the dioxygen bond breaking via barriers TSg, and TSgy; costs
significantly more energy for the mutants as compared to the
WT enzyme. Thus, in the WT a barrier of 8.2 kcal mol™! for
the O—O bond breaking is required, while in the H88D and
H86D mutants the barriers are 12.2 and 14.2 kcal mol !,
respectively. Moreover, STSg wr is lower in energy than SAyr
whereas the corresponding barriers for the two mutants are
higher in energy than the dioxygen bound complexes. In
particular, in the H88D mutant the two barriers TSy and
STSgy are of similar energy.

Dissociation of the dioxygen bond gives a cysteinyl oxide
intermediate (C) in an exothermic process. Interestingly, this

cis-sulfoxide intermediate is much more stable in the mutants
than it is in the WT complex. In the WT system the reaction
mechanism from the cysteinyl oxide intermediate (C) is highly
exothermic with very small barriers. By contrast the mutants
experience high barriers and only after *TSp does the reaction
gain significant energy to give cysteine sulfinic acid in a high
exothermicity. Therefore, the reactions for the mutants will be
much slower with lower rate constants. In the H88D mutant
the cysteinyl oxide intermediates Cy; and Dy are of equal
energy, while D, is higher in energy than C,. Moreover, this
mutant has negligible barriers *TScs and STSpa so that the
second oxygenation, i.e., from *D, to E,, will be spontaneous.

Let us now go in more detail over the geometric differences
of the mutants as compared to the WT structures in order to
find out what the reasons for the change in rate determining
steps are. Optimized geometries of wild-type, H86D mutant and
H88D mutant of the catalytic cycle intermediates are shown in
Figures 4—6. The structures only show the essential features
of the iron with its direct ligands while the secondary amino
acids Arge, Cysos, Hisjss, and Tyr;s; that are also part of the
model have been omitted from the structures for clarity. Full
geometries of all structures are shown in the Supporting
Information, but since the hydrogen bonds between the various
residues do not change a lot along the reaction mechanism we
will focus only on the structural features that do encounter
changes.

The dioxygen bound reactant complexes >Awr, >Ayr, and SA
are shown in Figure 4. As can be seen, replacement of one of
the histidine groups by acetate has a drastic effect on the
optimized geometries. Thus, the three histidine groups form a
Fe—N bond with the metal of 2.128—2.197 A in the WT
structure. With the axial histidine ligand replaced by aspartic
acid as in A, the two remaining Fe—N bonds of iron with
histidine groups have decreased to 2.034 and 2.063 A. By
contrast, in the H88D mutant the axial Fe—N distance is
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Figure 4. Extracts of optimized geometries (UB3LYP/B1) of the dioxygen bound complexes (*A) and the oxygen activating transition states
(°TS,) of WT, H88D, and H86D. All bond lengths are given in angstroms and group spin densities in pink and italics. Second sphere amino acids
(Argeo, Cysos, Hisyss, and Tyrys7) and hydrogen atoms have been omitted for clarity.

1.842
1.516

5
TSpwr
Figure 5. Extracts of optimized geometries (UB3LYP/B1) of the dioxygen bridged complexes (°B) and the dioxygen bond breaking transition

states (°TSg) of WT, H88D, and H86D. All bond lengths are given in angstroms and group spin densities in pink and italics. Second sphere amino
acids (Arggo, Cysos, Hisss, and Tyr;s7) and hydrogen atoms have been omitted for clarity.

elongated to 2.260 A. This mutant binds cysteine as strong as
the WT enzyme with similar Fe—S and Fe—NH, distances. With
the axial histidine replaced by aspartic acid a different picture
emerges, where the cysteine is much stronger bound and the
Fe—S and Fe—NH, distances are well shorter than in the WT
enzyme. This does not seem to affect the dioxygen activation
process as similar barriers are observed with respect to the other
models.

The terminal oxygen atom of the dioxygen bound species
(A) attacks the sulfur atom of cysteinate to form a four-
membered ring (Fe—O—O0O—S ring) via a transition state TSa.
Optimized geometries and group spin densities of >TS,wr,
STSam, and TS, are displayed in Figure 4. In all three systems
the dioxygen activation leads to a ring structure with barrier
heights of the same order of magnitude (10.0—11.2 kcal mol™!).

SBM

2216 2017

i

TSpa

Notwithstanding the similarities in barrier heights there are some
large geometric and electronic differences between the three
individual structures. Thus, in TS, wr the transition state is
early, i.e., geometrically closer to >Awr than to By with a
long O—S distance and short O—O and Fe—O distances. By
contrast, geometrically TS, is product-like in geometry with
short S—O and long O—O and Fe—O distances. Nevertheless,
the iron—sulfur bond is of almost equal strength in WT and
H86D mutant, whereas it is considerably weakened in TSy
to 2.940 A. In the WT structure there is little electronic
rearrangement along the pathway from Awr to TS wr: the
dioxygen moiety retains 0.76 spin density, pr. = 3.49, and the
cysteinate group has —0.31 spin density. In the mutant with
the axial ligand replaced by a carboxylic acid group the spin
densities in the transition state resemble those for the WT. A
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1.733

Ewr

totally different picture has emerged in TSy, where the
dioxygen group lost almost a full electron in spin density and
the iron has four unpaired electrons. This electronic situation
means that TS,y already has the orbital occupation of *By.
Indeed a comparison of the group spin densities of STSaym
(Figure 4) and °By; (Figure 5) shows that the metal has four
unpaired electrons and the rest of the groups have no significant
spin density. There is still a small amount of unpaired spin
density on the oxo group in STSay and a similar amount but
with opposite sign on the cysteinate group.

After passing the oxygen activating transition state TS, the
system relaxes to ring structure B. Structures By and B are
very similar with bond distances and group spin densities of
the same order of magnitude. Structure By is completely
different from *Byr and °B,, where the Fe—S bond has broken
and the dioxygen group bridges the two atoms. Nevertheless,
the O—O bond in *By; is of equal strength as in By and “B,.
Despite the difference in dioxygen bridging in *By; as compared
to "By all other bond lengths as well as the orbital occupation
are the same as in the other structures. Structurally, the O—O
bond breaking transition states (*T'Sg) give lengthening of the
O—O0 bond and shortening of the Fe—O and O—S bonds
indicative of an oxygen transfer process.

After dioxygen bond breaking a cysteinyl oxide complex
(C) is formed. This system has considerable radical character
on the cysteinyl oxide group of —0.79 (in 3Cywr), 0.88 (in
3Cy), and —0.76 (in 3C,). Geometrically, Cy has the
sulfoxide group displaced from the iron center. This is
because the oxo rest group on the iron center is aligned with
the carboxylic acid group. Therefore, in the H88D mutant
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5 5
Em Ex
Figure 6. Extracts of optimized geometries (UB3LYP/B1) of the cis-sulfoxide (°C), trans-sulfoxide (°D), and cysteine sulfinic acid product complexes

(’E) of WT, H88D, and H86D. All bond lengths are given in angstroms and group spin densities in pink and italics. Second sphere amino acids
(Argeo, Cysos, Hisss, and Tyrys7) and hydrogen atoms have been omitted for clarity.

the Fe—S bond is considerably weakened and breaks after
the first oxygen atom is transferred from the dioxygen moie-
ty. The oxo rest-group then moves trans to the carboxylic
acid group and forms a weak hydrogen bond with a C—H
bond of the cysteinyl oxide residue. From this structure, the
cysteinyl oxide has to rebind to the iron center in order for
the reaction to proceed. This costs a considerable amount of
energy as shown above in Figure 3. Geometrically the oxo
group needs to move away to its original position perpen-
dicular to the carboxylic acid group. Therefore, considerable
structural rearrangement is necessary to convert >Cy; into "Dy
and as a consequence this step requires a relatively large
barrier of 13.8 kcal mol~!. Despite this barrier the system
converged back to a structure similar to the WT (°Dywr). In
the final reaction step of the H§8D mutant the second oxygen
atom is transferred via a large barrier to form cysteine sulfinic
acid products. Similarly to *Cy also in *Ey; the oxo group of
the cysteine sulfinic acid group is aligned with the carboxylic
acid group. As a result of that only one oxygen atom of
cysteine sulfinic acid is bound to the metal while in the WT
both oxygen atoms bind to the metal. Thus, in Ey the metal
is five-coordinated, while it is six-coordinated in WT.

In the H86D mutant the cysteinyl oxide intermediate (°C,)
is similar to the WT structure, but a rotation around the C—C
bond does not lead to binding of the oxygen atom to the iron
and at the same time significant radical character remains on
the cysteinyl oxide group. The final oxygen atom transfer is
virtually barrierless and gives cysteine sulfinic acid.
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Discussion

In this work we report density functional theory studies on
the dioxygen activation process in cysteine dioxygenase and
two mutants with a 2His/1 Asp structural motif. Few enzymes
contain a 3His structural motif, which is expected to give it
different properties to systems with a 2His/1 Asp bound motif.*!
As shown by experimental and DFT calculations the H99A
mutation in TauD led to the loss of a ligand to the metal and
its replacement by a water molecule instead as evidenced from
spectroscopic studies.’? The mutant is catalytically active and
the mutation is located perpendicular to the Fe—O bond of its
active species, i.e. in the cis position. By contrast, the His175GIn
mutant of the heme enzyme cytochrome ¢ peroxidase only gave
a modest effect on the O—O cleavage step in the catalytic cycle
but a more pronounced effect on the stabilization of the
iron—oxo species.** In biomimetic studies the ligand topology
was found to have strong influences on the activity of the iron
center mainly due to differences in spin state ordering of the
active oxidants.>* Enzyme mutations in silico, as presented in
this work, can provide information regarding the effect of
ligands on a catalytic center, and the results obtained give
knowledge about the fundamental factors that determine reactiv-
ity patterns, such as the push/pull effect of ligands, and should
explain why CDO has a 3His motif and not a 2His/1Asp
structural motif.

WT CDO efficiently transfers both oxygen atoms of molec-
ular oxygen to cysteine substrate.® Our studies show that the
rate determining step in the process is the initial attack of
molecular oxygen on the sulfur of cysteinate to give a peroxo-
ring structure (Bwr). The calculations indicate that although the
singlet spin state is the ground state for the dioxygen bound
complex, the rest of the mechanism takes place on a quintet
spin surface leading to cysteine sulfinic acid products with large
exothermicity. Our DFT studies predict that most intermediates
will have a very short lifetime and not accumulate long enough
for experimental detection. Nevertheless, the mechanism sup-
ports experimental studies that showed that both oxygen atoms
of molecular oxygen are incorporated into products. In the next
few sections we will describe the effects of site directed
mutations in silico on the reaction mechanisms.

Electronic Differences of the Dioxygen Bound Complex
of WT and Mutants. Before describing the reasons for the
differences in mechanism between WT and CDO mutants, let
us first consider the dioxygen binding to a metal center in the
various structures. Studies of Morokuma et al.* on the analogous
enzyme isopenicillin N synthase showed that the local environ-
ment influences dioxygen bound structures and sometimes
changes the spin state ordering, so that an error of a couple of
kcal mol™! may be expected in the relative energies of the
dioxygen bound complexes. Essentially, the reactivity pattern
takes place on a dominant quintet spin state surface, but in none
of the systems tested is the quintet spin dioxygen bound species
in the ground state. Therefore, a spin state crossing from the
ground state in the dioxygen bound complex to the quintet spin
state is required. The spin state ordering varies among WT and
mutant structures as shown above in Figures 2 and 3. To find
out what factors determine the spin state ordering and electron
distributions in the systems we analyzed the different dioxygen
bound complexes (Awr, A, and Ay) in detail. Consider in
Figure 7 the group charges of the optimized geometries of the
dioxygen bound complex (°A) for the WT, H86D, H88D, and
H140D systems. The metal has charge Q@ = 0.53 in the WT
structure and the dioxygen moiety has charge Q0 = —0.20. All
three histidine ligands bear similar overall charge in >Awr and
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Figure 7. Group charges of dioxygen bound complexes of WT CDO
and three His/Asp mutants studied here.

the cysteinate has Q = —0.71. Substitution of the histidine group
trans to the dioxygen moiety by acetate as in H86D results in
withdrawal of charge from the metal to Q = 0.42. By contrast,
the charge of the histidine groups perpendicular to the acetate
group hardly changes, but the dioxygen moiety becomes more
anionic (Q = —0.43). This also holds true for the H88D and
H140D mutants where groups perpendicular to the substituent
hardly change in group charge, so that these mutants have an
overall charge on the dioxygen group close to that observed
for WT. However, the H88D and H140D mutants give a drop
in charge on the metal from Q = 0.53 in WT to Q = 0.41 in
H88D and Q = 0.27 in H140D. Therefore, an acetate group
representing an Asp or Glu in the axial ligand position entices
a push effect of electrons toward the iron and dioxygen group.
On the other hand, an acetate group in a ligand position
perpendicular to the dioxygen moiety (the cis ligands) has little
effect on the charges of the O, group, but makes the cysteinate
more negative instead (in H88D). Therefore, the push effect of
a ligand has a strong effect on the charge of its opposite ligand.
These observations are in line with biomimetic studies on the
cis and trans effects of ligands on an iron—oxo oxidant, which
found that trans substitutions can have a considerable effect on
the nature of the iron—oxo oxidant through pushing or pulling
electron density to/from the iron—oxo group.’® By contrast, cis
substitutions generally give only minor push or pull effects on
the iron—oxo group.® This push effect of electrons will
influence orbital interactions and in the case of the dioxygen
bound complex also the spin state ordering of the various
electronic states.

The group charges in Figure 7 show that a single mutation
in the iron ligand system has drastic effects on the charge
distributions of the oxidant; therefore, we analyzed the relevant
bonding and antibonding orbitals in detail. These orbital
interactions and charge distributions should explain why the spin
state ordering in the dioxygen bound complexes varies among
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Figure 8. Natural orbitals of >Awr.

the different systems. The high-lying occupied and low-lying
virtual orbitals are determined by the metal 3d orbitals and a
pair of antibonding st* orbitals on the dioxygen moiety (7%00).
As an example of these orbitals Figure 8 shows the singly
occupied molecular orbitals of SAyr. The lowest lying three 3d
orbitals are of s*-type (71%,,, T*,;, and 7r*,;) and represent the
antibonding interactions of the metal with the dioxygen and axial
ligands. Higher lying are a pair of o*-type orbitals for the
antibonding interactions perpendicular to the Fe—O bond
(0*2-y2) and along the O—Fe-axial ligand axis (0*2). The
ordering of the various spin states is dependent on the relative
energies of these individual orbitals and since all orbitals are
differently affected by the various ligands bound to the metal
this results in significant differences between WT and mutant
structures. Electronically, Awr and A, are described by an
Fe"—0—0" system with orbital occupation 7%, %! 7%,
0% 2 0% 220 w¥0!. By contrast, *Ay still has an Fe"™-0—0"
electronic situation but with orbital occupation: r*,, ! n*yzl
0% 2 a* e p! 00!, ie., the metal 3d-block is singly occupied
and antiferromagnetically coupled to an unpaired electron in
*00. As a consequence, the group spin density of the dioxygen
moiety in Ay is —0.76, whereas in SAwr and A, it is +0.68
and +1.13, respectively. The enhanced spin density on the
dioxygen group in *A is due to the push effect of electrons of
the axial ligand and reflects the increased charge on the group
as shown in Figure 7 above.

The substitution of a histidine ligand by acetic acid has a
strong effect on the relative energies of the metal 3d orbitals.
In particular, the g% orbital for the antibonding interactions
along the O—Fe-axial ligand axis is considerably stabilized with
an anionic ligand in the axial position, but also with an anionic
ligand trans to the sulfide group of cysteinate. On the other hand,
in Ay the 0*,2_,2 is considerably stabilized due to favorable
interactions in the xy-plane of symmetry. As a consequence,
the complete metal 3d-block is singly occupied in Ay. The
ar*,, orbital is destabilized with anionic ligands in >A, and Ay,
so that the energy gap between the 77*,, and 0% is reduced
in the mutants. It has been shown recently that the 7*,,—0*2_,2
orbital energy difference determines the triplet—quintet energy
gap of nonheme iron—oxo oxidants.'3¢” Thus, the push effect
of electrons from the axial ligand was shown to decrease the
m*,,—0*2_2 energy difference and thereby favor quintet spin
states over triplet spin states. In a similar fashion the same is
observed for the dioxygen bound complexes of the CDO
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Figure 9. Superimposed potential energy landscapes of WT (blue),
H88D (brown), and H86D (green).

mutants, where the push effect of the ligands stabilizes the
quintet spin state structures with respect to the singlet and triplet
spin state isomers. Consequently, the singlet spin state structure
is the ground state in Ay and is well separated from other spin
states, whereas in A and Ay this state is raised in energy and
much closer to the quintet spin state. For the first step in the
reaction process a spin state crossing from the singlet to the
quintet spin state is required, since TSy, is the lowest on this
spin state surface. Obviously, the lower in energy °A is, the
easier this spin state crossing will be thereby making TS, the
oxygen activation transition state. Therefore, the mutants are
expected to have slightly more efficient dioxygen activation
processes from the ground state of A to *B. However, in all
subsequent reaction steps the WT has significantly lower barriers
than the mutant structures. In the next few sections we will go
into more detail of the differences encountered between the WT
and specific mutants further along the reaction mechanisms.

In the case of TauD the dioxygen bound complex has a triplet
spin ground state with the septet and quintet spin states higher
in energy by 2.2 and 5.7 kcal mol™'.*® The oxygen activation
barrier for TauD was found to be 10.4 kcal mol™! relative to
the dioxygen bound complex in the quintet spin state.® At the
free energy scale for WT-CDO, however, TS, is 15.0 kcal
mol~! above A, which means that the first oxygen activation
barrier is well higher in energy for systems with a 3His ligand
system compared to those with a 2His/1Asp ligand system.
Therefore, CDO enzymes have a 3His ligand system that
stabilizes the oxygen atom transfer processes in later steps of
the catalytic cycle at the expense of the initial oxygen activation
step.

What Happens to the Catalytic Mechanism of CDO if the
3His Motif Is Replaced by 2His/1Asp? To understand the
differences between WT and CDO mutants we present in Figure
9 all potential energy surfaces superimposed. As follows, the
initial S—O activation starting from a dioxygen bound complex
(A) undergoes comparable barriers of 10.0—11.2 kcal mol ™.
However, in the H88D mutant this does not lead to a ring-
structure but rather a linear peroxo-sulfide bound system (°By).
Thus, the push effect of the anionic ligand trans to the Fe—S
bond weakens this bond and prevents formation of the ring-
structure. Obviously, due to the loss of the Fe—S bond By, is
destabilized with respect to *Byr. The charge and spin distribu-
tion (Figure 5) destabilizes the mutant barriers for O—O bond
breakage and raises them in energy. However, an anionic ligand
trans to an iron—oxo group leads to stabilization of this complex,
hence 3C, is stabilized over *Cwr. The reaction mechanism for
the H88D mutant diverges from here as the sulfoxide group
has lost contact with the metal. Therefore, a rebound step to
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bring the group close to the iron—oxo group is required, which
costs a significant amount of energy. The final oxygen atom
transfer gives product complexes with an overall exothermicity
close to that obtained for the WT structure. In the H86D mutant,
by contrast, the reaction starting from 3C, led to release of
sulfoxide from the metal center. Therefore, in order for cysteine
sulfinic acid products to form the sulfoxide has to rebind to the
metal prior to the second oxygen atom transfer to give products,
hence a much larger barrier than that obtained for the WT is
found. Sulfoxide is released from the metal in "D because the
sulfoxide group experiences repulsion from the negatively
charged axial acetate group. As a consequence, the rotation leads
to a destabilized geometry in the H86D mutant and as a result
the Fe—S bond breaks. Moreover, the electron transfer that takes
place in the WT system from 3Cyr to Dyt is missing in the
H86D mutant, hence the electronic descriptions of *C, and D4
are the same. Although mutation of one of the histidine side
chains with aspartate influences barrier heights and consequently
rate constants, the exothermicity of the overall reaction remains
virtually the same and about 52 kcal mol™! in energy is released
in the process.

The potential energy profile of the H§8D mutant shows that
all barriers are increased in energy with respect to the WT
system. The rate determining step shifts from dioxygen activa-
tion in WT to the second oxygen atom transfer reaction via
STSpy. This barrier is almost equal in height to its precursor in
the catalytic cycle, TScy. These large barriers along the reaction
mechanism may give all intermediates a relatively long lifetime
and make the overall reaction slower. O—O bond breaking gives
an iron—oxo species and cysteinyl oxide radical, but the latter
is only bound to the metal with the amino group while the
sulfoxide group is freely rotating. The oxo group is located trans
to the carboxylic acid group and the sixth binding site is vacant.
To proceed with the dioxygenation process the sulfoxide group
of the cysteinyl oxide radical has to rebound to the iron and
that will require the oxo group to rotate 90° and make space
for the sulfoxide group. This structural rearrangement is
energetically costly hence a barrier of 13.8 kcal mol™! is
encountered in this process. Thus, it may very well be that the
sulfoxide intermediate is the end product of the H88D mutant
reaction and that cysteine sulfoxide byproduct will be observed
or alternatively lead to inactivation of the enzyme. The final
oxygen atom transfer was found to be almost barrierless for
WT but now encounters a significant barrier of 14.3 kcal mol ™.
Although, the sulfur group is accessible to the second oxygen
atom, binding of the sulfinic acid group as a bidentate ligand is
unfavorable due to the push effect of electrons of the carboxylic
acid group trans to the sulfinic acid moiety. Therefore, the final
oxygen atom transfer results in breaking of the Fe—OS bond
and formation of a new Fe—O bond. In summary, the H§8D
mutant will be a much less efficient catalyst of dioxygenation
reactions as it weakens thiolate binding to the iron center and
triggers release of cysteine sulfoxide byproduct.

The axial ligand trans to the dioxygen group in A is replaced
by a carboxylic acid group in the H86D mutant. In heme
enzymes it has been shown that the axial ligand can either push
or pull electrons from the iron center and influence catalytic
properties.* In particular, peroxidases tend to have a histidine
axial ligand while monoxygenase enzymes such as cytochrome
P450 and nitric oxide synthase (NOS) have a cysteinate axial
ligand.!##! A histidine ligand is proposed to entice a pull effect
of electrons whereas an anionic ligand such as cysteinate gives
a push effect on the iron—oxo group.*> DFT studies that
addressed the axial ligand effect on regioselective alkyl group
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hydroxylation versus C=C epoxidation showed that the rate
constants of substrate monoxygenation are determined by the
nature of the axial ligand.** The studies presented in this work
focus on the ligand effects of nonheme systems.

The studies on H36D—CDO predict that the rate determining
step in the catalytic cycle is the dioxygen bond breaking via
barrier TSg, of 14.2 kcal mol™!. In WT TSg both oxygen
atoms have significant spin density but in opposite direction
(po1 = 0.53; por = —0.48), which means the two electrons are
in a singlet spin orientation and a homolytic bond breaking will
lead to two radicals, one on each oxygen atom. By contrast, in
the mutants bond breaking is heterolytic and for instance in
STSga the spin densities on the two oxygen atoms are aligned
and an electron transfer is required to break the bond to give a
cysteinyl sulfoxide. Interestingly, the cysteinyl sulfoxide system
is considerably stabilized with respect to the energy of WT.
However, reorientation of the cysteinyl sulfoxide leads to
breaking of the Fe—S bond but in contrast to WT the system
fails to rebind the cysteinyl sulfoxide via the Fe—O bond.
Therefore, a considerable barrier is required for the final oxygen
atom transfer to form cysteine sulfinic acid products. In
summary, since the dioxygenation reaction takes place in a plane
perpendicular to the O—Fe—O axis in the HS§6D mutant, the
initial steps in the reaction cycle resemble those for the WT
system closely. However, the iron—oxo species (°C,) is
considerably stabilized with respect to WT due to the push effect
of the axial ligand. Stabilization of the iron—oxo species does
not lead to lower reaction barriers for the subsequent oxygen
atom transfer step but raises barrier heights instead. This
observation is in line with experimental studies of the axial
ligand effect of nonheme iron—oxo complexes that showed that
the least stable complexes give the highest reactivities.'3

Electronic Differences of Iron—Oxo Complexes in WT and
Mutants. Group spin charges of the iron—oxo species (°D) of
WT, H86D, and H88D are shown in Figure 10. Although the
charge on the metal shows little effect of the ligands bound to
it, there is a dramatic change in charge on the oxo group. Thus,
in WT as well as H88D mutant the charge on the oxo group is
—0.29 and —0.23, respectively, but using an anionic axial ligand
as in H86D—CDO the charge on the oxo group is enhanced to
—0.62. Therefore, the push effect of the axial ligand makes the
oxo group more negative. An analogous effect is observed in
the H88D mutant, where the group trans to the acetate group,
i.e., the sulfoxide group, gains significant negative charge, in
this case a change from Qcyso = —0.57 in WT to Qcyso = —1.11
in the mutant is observed. This enhanced negative charge of
the sulfoxide group has dramatic effects on the second oxygen
atom transfer reaction barrier (*TSpy;), which is considerably
destabilized and now rate determining. Charges on all other
groups show little influence as a result of site directed mutations,
consequently we only find evidence of trans-effects of ligands
bound to a metal center, whereas cis-effects of ligands perpen-
dicular to each other on a metal center appear to be negligible.

Conclusion

Density functional calculations on an active site model of
cysteine dioxygenase and two mutants with a 2His/1 Asp bound
motif have been studied. The results show that the 3His motif
in CDO is essential for catalytic activity to form cysteine sulfinic
acid products efficiently. The exothermicity of the reaction is
not influenced by these mutations, but the reaction barriers for
the individual steps in the reaction cycle are strongly influenced.
In particular, a mutation trans to the dioxygen moiety, i.e., in
the axial ligand position, results in increased O—O bond
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Figure 10. Group charges of iron—oxo complexes of WT CDO and
two His/Asp mutants studied here.

breaking barriers. Although effects of substitution of ligands
perpendicular to the Fe—O, bond are expected to be small, in
CDO they are considerable due to a cysteinate sulfur atom trans
to the group. The push effect of an acetate group trans to the
cysteine group influences the Fe—S bond strength strongly and
increases the barrier heights of reaction.
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